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It is easy to find a three-dimensional space such that the set-valued
metric projection onto a linear subspace fails to be lower semicontinuous,
There are many papers on the lower semicontinuity of set-valued metric
projections (e,g" [4, 5, 13]), Conditions which guarantee the Lipschitz con­
tinuity of single-valued metric projections are formulated, for example, in
[2, 12]. The relative openness of affine maps on convex sets has been
treated as well (see, e,g" [3, 7, IS, 17, 18]), but so far no one has pointed
out its relation to the problems mentioned above,

In this paper we prove that for any proximinal linear subspace M of a
normed linear space X the metric projection of X onto M is lower semicon­
tinuous if and only if the quotient map X ---> XI M is relatively open on the
closed unit ball of X. A similar assertion concerning the pointwise Lipschitz
continuity of metric projections is stated as well. The results are used to
discuss continuity of some metric projections in both sequence and
function spaces.

If not stated otherwise our notation and terminology are those of [8].
By Co, II, and I f. we mean the sequence spaces co(r), IdJ'l, and I, (r),
respectively, with r consisting of the positive integers. Let X be a real nor­
med linear space, M be a closed linear subspace, and A a subset of X. A
mapping Q from X into another normed linear space is said to be relatively
open on A at x E A if for any neighbourhood V of x in A, Q( V) is a
neigbourhood of Q(x) in Q(A). Further, Q is said to be relatively open on
A if it is relatively open on A at any x EA. For any I: > 0 and x E A, the set
{aEA: Ila-xll <I:} will be called f:-neighbourhood of x in A. The set­
valued metric projection PH of X onto M is defined by

P~f(X)= (pEM: Ilx-pll ~ Ilx-mii for any mEM:,
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The set {X E X: 0 E P H(X): will be denoted by Ptt 1(0). The set M is said to
be proximinal if PM(x) # 0 for any x EX; M is said to be Cebysev :if PH is
a single-valued mapping defined on X. The projection PH is said to be
lower semicontinuous (lsc) at X o E X if for any open set G c X with
PH(Xo) n G # 0 the set {x EX: Pw(X) n G # 0} is a neighbourhood of X o
in X. The projection P w is said to be Isc if it is lsc at any point of X.

We start with a definition and a plain remark.

(1) DEFINITION. We shall say that PH is pointwise Lipschitz Isc at Xo if
there is a constant K such that for any x E X and any m oE PM(.'(o) there
exists mEPM(x) such that Ilm~moll ~Kllx-xoll.We shall say that PM is
pointwise Lipschitz lsc if it is such at any X o E X.

(2) REMARK. Let M be a proximinal linear su bspace of a normed linear
space X. To show that PH is lsc or pointwise Lipschitz lsc, it suffices to
verify that PM has that property on the norm one elements of Ptt 1(0). Let
us take Xo EM at first. Then Ptt(xo) = {xo ] and for any mE PM(x), x EX,
we have

Particularly, PM is pointwise Lipschitz lsc at X o. Further, let X o E X and
m o EPM(XO ) be arbitrary. Then xo-mo is an element of PM1(O) and
PH(x-mO)= {m-mo:mEPM(x)j for any XEX. Finally, P w is positively
homogeneous. The main result is

(3) THEOREM. Let X he a normed linear space, M a proximina{ linear
suhspace ol X, Q:X --+ X / M the quotient rnap, U the closed unit hall of X, and
Xo E PM 1(0) a point ol norm one. We define V = {xo- m: mE Ptf(Xo )}. Then
PM is Isc at X o if and only if Q is relatively open on U at any point of V.
Moreover, the following two conditions are equivalent:

(i) Ptt is pointwise Lipschit:: Isc at X o (see Definition (1));
(ii) there exists c>O such that for any XE V and any CE(O, 2J, Q

maps the I:-neighhourhood of x in U at least onto the cc:-neighhourhood 0(
Q(x) in Q( U).

(4) COROLLARY. Let X, M, Q, and U he as in (3). Then P w is Isc if and
only if Q is relatirely open on U. Suppose in addition that M is ('ehy§ev.
Then PH is pointwise Lipschit:: continuous if and only ilfor any x E U there
is c > 0 such that fiH any I: E (0, 2J, Q maps the I:-neighhourhood of x in U at
least onto the n:-neighhourhood of Q(x) in Q( U).
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Proof of (3). Let mo E PM(XO ) and 0< 0":; c":; 2 be such that if x E X
and II x - Xo II < 0, then there exists mE P M(X) with 11m - m o II < c. We show
that Q maps the 2c-neighbourhood of X o - m o in U at least onto the 0­
neighbourhood of Q(xo) in Q( U).

Take an arbitrary y EQ( U) with Ii Y - Q(xo) II < o. As Q is quotient map,
there exists x EQ I(y), II x - x 0 Ii < (5. As assumed, we can choose
mE P,I,,(X), 11m - mo II < I;. Since m is best approximation of x in M,
II x - m I! = II Q(x) Ii ,,:; I, hence x - m is an inverse image of Y in U. Finally,
II(x-m)-(xo-mo)II":; Ilx-xoll + 11m-moll <21:.

Thus we have proved that if PM is lsc at x o, then Q is relatively open on
U at any point of V. Moreover, the implication (i) => (ii) follows from this
since we can put I' = (2K) I, where K ~ I is a constant as in (I).

To prove the inverse implication let m o EP",,(xo), c; E(0,2], and
oE(0, 1/2c;] be such that Q maps the c;-neighbourhood of Xo- mo in U at
least onto the 20-neighbourhood of Q(xo) in Q(U). Let XEX be such that
Ilx-xoll«5. We will find mEP"t(x) with 11m-mo ll <21:. We put
Q(xo) = Yo, Q(x) = y, and 11.)' II = 'X. There is °E PM(xo), hence Ilyo II = 1. Of
course, II Y - Yo II < (), whence I'X - II < 6 (and particulary 'X =1= °since 0":; I ).
DefineYI ='X Iy. Then IIYI-Yoll":; IIYI-vll + IIY-Yoll <20, hence we can
choose XIEQ I(YdnU such that Ilxl-(xo-mo)II<c;. Setting
m = x - 'Xx I we claim that m is a desired element.

First Q(m)=Y-'XYI=O, whence mEM. Further, mEPM(x) for
II x - m II = 'XII XI II ,,:; C( = II Q(x) II. Finally, we can write m - mo=
(x-xo)+(xo-xl-mo)+ (X1-'XX I), hence 11m-moll <6+1;+0,,:;2c.

Thus we have proved that if Q is relatively open on U at any point of V
then PM is Isc at x o.

Suppose further that the condition (ii) is fulfilled with a certain constant
c":; I. Let x E X be such that °< II x - Xo II ,,:; 2/31'. Put D = 3c 1 II x - Xo II
and () = 1/2a. Then II x - X o II < 0 and applying the fact just proved we
obtain dist(PM(x),m o)<6c Illx-xoll. Now let XEX be such that
Ilx-xull >2/3c and mEPM(x) be arbitrary. Since lim-xii = IIQ(x)II":;
II x II ,,:; 1+ II x - Xu II and II mu -;'ull ,,:; II XO II = I, we get II m - mo II ,,:; 2 +
211 x - XO II < (3c I + 2) II x - X o II which completes the proof of the
implication (ii) => (i).

Proof of (4). We show that Q is relatively open on U at any x E U such
that either Ii x II < I or °~ PM(x). If x is such a point, then the norm of
Y = Q(x) is less than one. Choose u EO' Q I(y), II u II < 1- 3c with some
c>O. For any c;E(0,2] define v=v(£)=x+I/3c(u-x). Then
Ilv-xll ,,:;2/31: and Ilvll ":;(1-1/3c;) Ilxll + 1/3Dllull < I -("I;. Hence the c;­
neighbourhood of x in U contains the cE-neighbourhood of v in X which is
carried by Q onto the a-neighbourhood of Y in X/ M. The rest of the proof
follows from Theorem (3) and Remark (2).
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I t is not difficult to show that if U is a finite-dimensional polyhedron
then any affine map on U is relatively open on U. To generalize this fact we
introduce

(5) DEFINITION. Let U be the closed unit ball of a normed linear space
X and U E U be an arbitrary point of norm one.

(i) We shall say that U is polyhedral ((PH) in short) at u if there
exists 6>0 and a finite set FcX*, Ilfll =f(u)= I for fEF, such that
whenever x E X, II x - u II < 6 and f(x):( I for all f E F, then x E U. We shall
say that X is a (PH )-space if U is (PH) at any point of norm one.

(ii) We shall say that U is quasi-polyhedral ((QP) in short) at u with
6 (6) 0) if any point of the 6-neighbourhood of u in U belongs to a line
segment [u, x] of length at least 6 with some x E U. When it is not
necessary to point out the value of 6, we shall say just that U is (QP) at u.
It can be easily seen that X is a (QP)-space in the sense of [I] if and only
if U is (QP) at any UE U of norm one.

Clearly, if the closed unit ball U of a normed linear space X is (PH) at a
point u, then it is (QP) at u (with the same constant 6 as in (5) (i)), whence
u is not a cluster point of extreme points of U. Consequently, a finite­
dimensional space X is a (PH )-space if and only if U is a polyhedron (i.e.,
the set of extreme points of U is finite).

For any set T=/= 0, the sequence space co(T) is a (PH)-space (notice that
for any u E co(T) with II u II = lone can take 6 = I ~ sup{ Iu; I: ~'E T,
I u; I < I } ). The product of a family {Xi}; E r of (PH )-spaces in the sense of
cO(T) is a (PH)-space. Clearly, any linear subspace ofa (PH)-space is again
a (PH)-space.

The space Co with the modified norm II (x,,) II = Ix 1 I + sup{ Ix"l: n> I } is
an example of a (Q P )-space which is not a (PH )-space.

We proceed with a fact that can be seen forthwith.

(6) Remark. Let M be a closed linear subspace of a normed linear
space X, U the closed unit ball of X, and Q: X -+ XI M the quotient map.
Then Mis proximinal if and only if Q( U) is closed (i.e., for any y E XI M of
norm one there is at least one element x E Q- 1(.I') of the same norm).
Further, M is Cebysev if and only if for any .I' E XI M of norm one there is
exactly one inverse image of the same norm.

The idea of the fist part of the following lemma comes from [17}

(7) LEMMA. Let X, M, Q, and U he as in Theorem (3), W = Q( U), .I' E W
.\atisf.l· .I'll = I, and V = U II Q 1(.1').

(i) If W is (QP) at .I' with some 6> 0, then for any (; E (0, 2J and
x E 1/, Q maps the c;-neighhourhood of x in U at least onto the 112 &­
neighhourhood of y in W.
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(ii) I/Ihere exisls XE V such Ihm U is (QP) al x and Q is relmively
open Oil U al x, Ihell W is (QP) al I"-

Proo( Notice that W is closed by (6). To prove (i) let 1 be an arbitrary
point of W: we shall find a u E Un Q I(1') within the distance 26 I'll ~ Y
from x. Since W is (QP) at y with (), there is It' E W with w - y II:? 6 such
that 1= Y + 1(11' ~ y) with IE [0, 1]. Note that 1'-'.; 6 1111 ~ Y II. Now choose
an arbitrary inverse image .X- of II' in U and put u = x + I(X- ~ x).

To prove (ii) suppose that U is (Q P) at some x E V with a () > 0 and that
Q maps the 1/26-neighbourhood of x in U at least onto the 1:­

neighbourhood of y in W for some I: > O. Then any element VI E W with
0< II V I - r II < I: is the midpoint of a nontrivial linear segment [y, 11 2 ] for
some 1'2 E W. If 111 2 ~ y Ii < I:, we can proceed analogously until II v" - y II:? I:

with 11" E W, where 1; = 1/2(y +I" I) for i = 1,2, ... , n ~- 1.
The following elementary lemma will be used later.

(8) LEW,fA. LeI X, Y he nomled linear spaces, Q: X -+ Y a linear open
mapping, Fe X* a .finile .1'1'1, alld H Ihe interseclion 0/ hal/spaces
(x E X:f( x) '-'.; O} f{Jr f E F. Theil Q is relalively open on H at O.

Proof Observe at first that Q is relatively open on HI =f 1(0) for any
f E F. To see this, denote Z = Q(H I ) and consider the case Z oF Y at first.
Then Q 1(::) c HI for any:: E Z and the assertion is trivial. Now, suppose
that Z = Y. Let x I Ef I (I) be arbitrary and Xo E HI be such that
Q(XO)=Q(x l ). Since for any xEXthe point x+/(x) (XO-x l ) is an inverse
image of Q(x) in Hr of norm (1 + 11.1Ii II Xo - xIII) il x II at most, it is enough
to use the openness of Q on .r.

Further, let y E Q( H) be close enough to O. There exists x E Q I (y) close
to 0 in X. Suppose that x ~ H. We choose some .X EQ I (y) n H and define

.I' = sup{ 1:\ + I(X-X-) E H: and X: l =.X- + sIx ~ .x-).

Then Q(xo) = y and Xo E H n HI for some f E F. We proceed by induction
on the cardinality of F. If F = {f), then HI cHand we can use the relative
openness of Q on HI to find an inverse image of y = Q(xo) E Q(HI) close to
o in H. Let card F> I. Considering the restrictions of Q on HI (/ EF) we
can suppose the induction hypothesis: for any f E F, Q is relatively open on
HI n H at O. Then the relative openness of Q on Hat 0 follows immediately
from the arguments mentioned above and from the induction hypothesis
since we have proved in fact that for any .I'EQ(H) either Q l(y)cH or
r E Q(H n HI) for some f E F.

(9) THEOREM. LeI M he a proximinal linear suhspace 0/ a normed linear
space X and X o E PH 1(0) a point 0/ norm one such that the closed unit hall 0/
X is (PH) al X o. Then PH is poinlwise Lipschit:: lsc at x o '
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(10) COROLLARY. Let X he a linear suhspace oj' Co and M he a
proximinal linear suhspace oj' X. Then the metric projection oj' X onto M is
pointwise Lipschitz Isc.

Proof of (9). Let U and Q be as in Theorem (3). Since U is (PH) at xo,

there exists a b > 0 and a finite set Fe X*, Ilfll =f(xo) = 1 for f E F, such
that the i)-neighbourhood of X o in the set E = {x E X:f(x) :( 1 for alIj" E F)
coincides with the b-neighbourhood of X o in U. Applying Lemma (8) with
H={X-Xo:XEE} we obtain that for any EE(O,b), Q maps the D­

neighbourhood of X o in U onto a neighbourhood of Q(xo) in Q(E)=:JQ(U);
hence Q( U) is (QP) at Q(xo) by Lemma (7) (ii), thus PH is pointwise
Lipschitz lsc at X o by Lemma (7) (i) and Theorem (3).

Next we shall deal with subspaces of Idn or I, (T) of a finite codimen­
sion. Let M be a closed linear subspace of a finite codimension m in I), for
example. Then M is the set of all sequences (x,,) E I) such that

(i=I, ... ,m),

where a~) are suitable constants. Let U denote the closed unit ball of I)
and let Q: I) ---> I J M be the quotient map. Then the set Q( U) can be

identified with the set WeR m
, W={L"x"h":L"lx,,I:(I}, where

hll=(a:,)),a~,2),... ,a::Il)) for any n. Using induction on m, it can be proved
that W coincides with the convex hull of vectors ± hll , whence the set Q( U)
is easy to represent. In the following Theorem the set Q( U) is Ilsed to
characterize the lower semicontinuity of PIt in such a case.

(11) THEOREM. Let r i= 0 he an arhitrarr set and suppose that one oj"
the following cases occurs:

(i) X = I) (T) and M is a proximinal linear suhspace oj' X oj' finite
codimension;

(ii) X = I y (T) and M is a w* - closed linear suhspace oj' X oj'finite
codimension.

Let Q: X ---> XIM he the quotient map and let U he the closed unit hall of
X. Then PH is Isc ij' and only ij' Q( U) is a polyhedron (i.e., the set oj' extreme
points oj' Q( U) is finite). Further, ij' PH is Isc at some x E X then PIt is
pointwise Lipschitz Isc at x.

We start the proof with a lemma that will be useful later as well.

( 12) LEMMA (cf. [9, Lemma 1]). Let X, M, Q, and U he as in (11).
Then mil' extreme point oj'the set Q( U) is the image of an extreme point oj'
U.
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Proof: In the case (II) (ii) the statement follows immediately from the
assertion (3) of [9, Lemma I]. However, in the case (II ) (i) the subspace
M is not admissibly compact in the sense of [9] in general (M is not
w* - closed in general); nevertheless, the arguments needed for the proof
still work since the space X = II(T) has the so called Krein-Milman
property (see, e.g., [II]), i.e., any bounded closed convex nonempty subset
of X has at least one extreme point.

Indeed, let: be an extreme point of Q( V), v be an extreme point of the
set V = Q 1(:) n V, and suppose that v = 1/2(v l + v2 ) for some VI' V 2 E U.
Then := 1/2(Q(v l ) +Q(v2 )). Since: is an extreme point of Q(V) we
obtain VI' 1 2 E V which implies VI = V 2 = V as v is an extreme point of V.
Hence [' is an extreme point of U.

Proof' of' Theorem (11). The set K = Q( V) is a finite-dimensional com­
pact convex set by Remark (6). If K is a polyhedron then PM is lsc by
Theorem (3), Lemma (7) (i), and Remark (2).

Let PM be lsc at some XE P~II(O) of norm one. By Caratheodory's
theorem, Q(x) is a (finite) convex combination of extreme points of K.
Thus, in view of Lemma (12), there is a point UEQ I(Q(X)) which is a
convex combination of extreme points of U. It is easy to see that in both
cases (i) and (ii), V is (QP) at any such a point u. Hence K is (QP) at Q(x)

and PM is pointwise Lipschitz lsc at x by Theorem (3) and Lemma (7).
Suppose now that K is not a polyhedron. Let y be a cluster point of
extreme points of K and let x E Q I (y) n V be arbitrary. Then K is not
(QP) at y, Ilxll = Ilyll = I, and OEP~I(X), whence PM is not lsc at x by the
arguments mentioned above. To finish the proof it is enough to use
Remark (2).

( 13 ) COROLLARY. Let M he a w* - closed linear suhspace of I! (T) of

finite codimension. Then PM is pointwise Lipschitz Isc.

Prool Denote X = II (T). Let Q and V be as in (II). It is enough to
show that K = Q( V) is a polyhedron (Theorem (11)). Let y be an extreme
point of K. By Lemma (12), Y = Q( ± el ) for some index r, where (ei')'IE r is
the canonical basis of X. Since the only w*-c1uster point of any infinite sub­
set of the canonical basis of X is 0 and Q is continuous from the w*­
topology (M is of finite codimension and H'*-c1osed in X), we obtain that
II Q(c;) II> 1/2 for a finite number of indices )' at most. Thus the set of
extreme points of K is finite.

In [6] an example of a Cebysev subspace of 11 of codimension two with
discontinuous metric projection is given. Theorem (3) together with
Lemma (7) enable us to construct without tedious computation an example
of a Cebysev subspace M of II of codimension two such that PM is discon-
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tinuous at infinitely many points of PIli (0) of norm one. Moreover, we can
construct the following

(14) EXAMPLE. Let r be a set of the cardinality of continuum. Then
there exists a Cebysev subspace M of II (r) of codimension two such that
PH is discontinuous at any point outside M.

Construction. We can put r= [0, n). Let (C")'ET be the canonical basis
of X = 11(r). To define a continuous linear mappi~g Q: X --+ R" it suffices to
set Q(C.,)= (cos y, sin}'), fEr. It follows from Remark (6) that
M = Q i (0) is a Cebysev subspace. It is easy to check that the unit ball of
X is (QP) at any point ± c,' (I' E r). Obviously, these points are the only
points in Pwl(O) of norm one. Since the circle in R" is not (QP) at any
point of its boundary, PM is discontinuous at any point outside M by
Theorem (3), Lemma (7) (ii), and Remark (2).

However, in the case X = II such an example is impossible since we have
the following

(15) PROPOSITION. Lct M he a proximinal linear suhspace of II offinite
codimension. Then PM is (pointwise Lipschitz) Isc at any point of a certain
sct which is open and dense in II'

Proal We abbreviate X = 11' Let n be the dimension of XI M, Q and U
be as in (11). The set K = Q( U) is closed by (6). We denote by oK the
boundary of K. Let G be the set of the points y E oK such that there exists a
hyperplane H supporting K at y such that y is an interior point of H n K
with respect to H. Obviously G is open in oK. We shall prove that G is
dense in oK. Let y E (aK)\G be arbitrary. We choose a hyperplane H sup­
porting Kat y. Since y is a boundary point of at most (n - I)-dimensional
compact convex set H n K, y is a convex combination of at most n - I
extreme points of K by the theorem of Caratheodory [16, p. 10]. However,
the linear span of less than n points meets aK in a set nowhere dense in DK.
By Lemma (12) the set of extreme points of K is countable at moslt, hence
the set (oK)\G is of the first category in aK and thus it is nowhere dense in
?K. It is clear that K is (QP) at any point of G and that any point of the set
Q I(G)nU belongs to PMI(O) because GeOK. Define E={AyYEG,

I.>O}. By Theorem (3), Lemma (7) (i), and Remark (2), PH is pointwise
Lipschitz lsc at any point of the set Q I(E); this set is open and dense in X

since E is open and dense in XI M.

( 16) Remark. Let M be a Cebysev linear subspace of a normed linear
space X of codimension two. Then PH is pointwise Lipschitz continuous at
any point x E PM 1(0) of norm one which is not an extreme point of U (we
use the notation as in Theorem (3)). Indeed, if x is such a point, then Q(x)
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is not an extreme point of a two-dimensional set Q( U) by Remark (6), thus
Q(U) is (QP) at Q(x) and we can apply Theorem (3) and Lemma (7) (i).
Particulary, if M is a Cebysev linear subspace of /1 of codimension two
then the set of points x E PHI (0) of norm one such that P\1 is discon­
tinuous at x is countable at most. However, there is a Cebysev linear sub­
space of /1 of codimension three for which an analogous assertion fails.

For example, let M be a subspace of /1 defined by M = Q 1(0), where
Q: / I ---> RJ is the linear continuous mapping defined on the elements of the
canonical basis (eJ of /1 by

Q(e j )= (I, 0, 0),

Q(e 2 ) = (0, 0, I),

and

/ I I .
Q(e/l) = (cos -, sin -. 0,)

11 11 .
for 11 = 3, 4,.

Let U denote the closed unit ball of /1 and K = Q( U). It is not difficult to
prove (by the use of support hyperplanes of K) that any point of the boun­
dary of K has exactly one pre-image point in U. Thus, by Remark (6), M is
a Cebysev subspace of /1' Further, it is elementary to check that U is (QP)
at any point which is a finite combination of elements of the basis (en) and
that K is not (QP) at any point of the segment ((t, 0, I - t): t E (0, I]}.
Hence PM is discontinuous at any point of the segment {tel + (I - t) e2:
t E (0, I]} by Theorem (3) and Lemma (7)( ii) (observe that this segment
lies in P~11 (0) since its image is contained in the boundary of Q( U)).

Finally, we present a specification of Theorem (II) in the case that M is
a w*-closed subspace of /., of codimension two to show that the analogy to
Corollary (13) fails in this case.

(17) EXAMPLE. Let (a/l)' (h/l) be absolutely summable sequences of real
numbers and M be the subspace of /, consisting of all bounded sequences
(X/I) such that L,Jl/lX/I = °and L/lh/lx/I = 0. Then PM is lsc if and only if the
set {(a/l' hJ} C R 2 does not contain an infinite subset of pairwise indepen­
dent vectors.

To show this let Q: /, ---> R 2 be the mappmg defined by
Q(x)= (L/la/lxn,L/lh/lx/I) for any x=(x/I)E!,. In the case that the
codimension of M in / f is one the assertion follows easily; hence suppose
that Q is a surjection. If R 2 is given the norm with thc unit ball Q( U).
where V is the closed unit ball of I, . then Q can be identified with the
quotient map associated with M. Of course, Mis proximinal and Q( V) is
closed. Any linear functional f on R 2 can be identified with a pair of real
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numbers (0:, fJ) so thatf\Q(x)) = 0: LII all XII + fJ LII hllxlI = LII (o:a ll + fJhll) XII
for all X = (XII) E I,. Thus f attains its supremum on Q( U) at Q(x) if and
only if XII = sign (xa ll + fJhll) for any n such thatxall + fJhll # 0.

Suppose at first that the set {(am h ll )} does not contain an infinite subset
of pairwise independent vectors. Then there exists a finite set Fe R 2 such
that for any (x, fJ) E R 2 there is (0: 0 , fJo) E F with sign (O:oa n + jJohll ) =
sign (xa ll + fJhll) for any n. Hence for arbitrary y E Q( U) a functional attain­
ing its supremum on Q( U) at y can be found in the finite set F, thus Q( U)
is a polyhedron and PH is Isc by Theorem (II).

Suppose now that there is an infinite subset of {(all' hll )} consisting of
pairwise independent vectors. Then there exists an infinite set Fe R2 such

that o:an+ fJhll # °for any n and any (0:,11) E F, and whenever (:Xi' Ii,)
(i=1,2) are two different elements of F then sign(x1all+lf]hll )#
sign (0:2an + fJ2hn) for at least an index n (consider the angles between the
vectors (a,l' hll ) and vectors (x, 11) E R2). Suppose that the linear functionals
on R 2 which are given by two different elements (:X;, IJi) (i= 1,2) of F
attain their supremum on Q( U) at the same point y. Then for any point
XEQJ(y)nU we have xn=sign(cx;all+fJihll) for any nand i=I,2,
which contradicts the definition of F. Since any linear functional on R 2

attains its supremum on Q( U) at an extreme point of Q( U) we obtain that
the set of extreme points of Q( U) is infinite so that P~f is not Isc by
Theorem (11 ).

ApPLICATIONS IN FUNCTION SPACES

In the last part of the paper we show certain applications of the main
theorem and Lemma (7) (i) in function spaces. We present some notes con­
cerning discontinuous metric projections in function spaces at first.

There is a Cebysev subspace M of codimension two in C[O, I] with PH
discontinuous [14, Lemma 7.4 on p. 89 and Remark on p. 87], thus PAt
fails to be Isc.

Consider now a subspace M of C[O, I] of the special form
M = {f E C[O, I ]:f(5Il = f(S2) = O} for some SI' 52 E [0, I]. Then M is
proximinal by Remark (6) since the quotient map Q can be identified with
the mapping Q: C[O, 1] ---+ R 2, QU) = U(s]), f(S2)) for f E C[O, 1].
Moreover, PH is lsc for any such subspace M (this follows, for instance,
from Proposition (19) below because the space C[O, I] has the property
(21 )). Example (18) (i) shows that the situation becomes more complicated
if we consider the metric projection of a linear suhspace X of the space of
continuous real valued functions on a compact space S onto a proximinal
subspace M of X of the form M= {IEX:f(sIl=f(s2)=0} for some S],
S2 E S (it is not known to the author whether such an example as in {1 8) (i)
is possible for S = [0, I]).
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Further, it follows, for instance, from the characterization of the so­
called (P)-spaces [5] that the space R' with the norm
Ii (x I' X 2. x, ),1 = (x~ + x~) 12 + 1x,1 contains a linear subspace M such that
PI! is not Isc. An interesting three-dimensional example such that PH is not
Isc for a one-dimensional subspace M (but PH has a linear selection) is
presented in [10]. In Example (18) (ii) we shall use Corollary (4) to show
that the metric projection of the space of polynomials of degree two or less
with the supremum norm on [0, I] onto the subspace generated by x 2 fails
to be Isc.

(18) EXAMPLES. (i) There exists a metrizable compact space S, a closed
linear subspace X of C(S). and two points .II • .1 2 E S such that the set
AI={fEXf('\·I)=f('\·2)=0} is a Cebysev subspace of X with discon­
tinuous metric projection.

For example, take X = II and let Me X be a linear Cebysev subspace of
codimension two with discontinuous metric projection (e.g., [6]). Then X
can be identified with a closed linear subspace of CiS), where S is the
closed unit ball of x* with the w*-topology. The topological space S is
metrizable since X is separable.

(ii) Let X be the subspace of C[O, I] consisting of all polynomials of
degree at most two. Then the metric projection of X onto the one-dimen­
sional space M generated by the polynomial x 2 fails to be Isc.

We identify any polynomial ax" + bx + c with the vector (a, b, c). Let
Q:X~R2 be defined Q((a,b,c))=(b,c). Taking an equivalent norm on
R2 we can assume that Q is the quotient map X ~ X/ M. Let U be the
closed unit ball of X. We show that Q is not relatively open on U at
f= (0, O. I). Let V be a neighbourhood off in U such that a> -I for any
(a, b, c) E V. We claim that Q( V) is not a neighbourhood of Q(f) in Q( U).

For any I' E (0, I) definer E U byr = ( - (I' + 1)",21'(1' + I). I - 1'"). Clearly,
QU~) converges to QUO) for I' converging to 0 (I' > 0). Let I' E (0, I) and sup­
pose that there is a g = (a, b, c) E V with Q( g) = QU~). Since g E U, we have
g( I )~ I which gives a ~ -- 1'(1' + 2). Take x = -a 11'(1' + I ). Then x E (0, 1)
and the assumption a> -I implies g(x) > I, a contradiction. Thus Q is not
relatively open on U so that PM is not Isc by Corollary (4).

We note that in the preceding example the subspace M can be defined,
for instance, by M = {f E XI(O) = 0, 4f( 1/2) -/(1) = 0 j. The following
Proposition presents a sufficient condition for the lower semicontinuity of
PM in similar cases.

(19) PROPOSITIOK Let S be a set, So = : .I I};' I a subset of S consisting
of n distinct points, and X be a linear subspace of the linear space of real
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functions on S. Let X he given a norm such that If(s) I :s: Illil fc)r any f EX
and .I' E So.

Let A = (a,) (I :s:i:S:m, 1 :S:j:s:n) he a real matrix and

M = {f EX: ±a,./(si) = 0 for any I :s: i:S: m}.
I~ 1

Suppose that the following condition is satisfied:

for any sequence (I) ll'ith 11:/1= I, I :s: j:S: n, there isf EX
ll'ith Ilfll :s: I such that

" n

I a,j(si)= I a,./ifor any I :S:i:S:m.
I~ I

(20)

Then M is proximinal and the metric projection PH of X onto M is pointwise
Lipschitz lsc.

Particulary, let X have the property

for any sequence (c) with 11;;1 = I, I :S:j:S: n, there isl EX
withf(si)=clfCJr any I :S:j:S:n. (21)

Then M is proximinal and PM is pointwise Lipschitz lsc for any matrix A.

Prool Let Q I : X ~ R" be defined by Q I (f) = (l(s Il, ...'/(s,,)) for f E X,
QA: R" ~ Rill be defined by QA(X) = Ax T for XE R", and let Q be the com­
posed map Q = Q A • Q l' Denote U the closed unit ball of X and U0 the
closed unit ball of Ix(So). Of course, the set K = Q A( Uo) is a polyhedron. It
follows from the hypotheses that Ql(U)c Uo, hence Q(U)cK. Let Eo be
the set of extreme points of Uo. Since Uo is the convex hull of Eo, K is the
convex hull of QA(Eo). However, the condition (20) means that
QA(Eo)cQ(U). Thus Q(U)=K so that Mis proximinal by Remark (6)
and PH is pointwise Lipschitz Isc by Theorem (3), Lemma (7) (i), and
Remark (2).

(22) PROPOSITION. Let 5, So, and X he as in Proposition (19). Let
A = (a,) (I :s: i:S: m, I :S:j:S: n) he a real matrix such that L7~ 1 Ia,) = I for
any I :s: i:s: m, and suppose for any I :s: j:S: n there is exactly one index i with
a I.J # O. Let Me X he delined as in Proposition (19). Then the condition (20)
is equivalent to the following one:

fCJr any sequence (1:,) with IB, I = I, I :s: i:S: m, there is f EX
such that L;'~l a,f(.\)=clf{Jr any I :S:i:S:m. (23)

Suppose further that the condition (23) holds. Let f E X\.M he arhitrary.
Denote h, = L;' 1 a,j(si) fClr I:s: i:S: m, h = sup {I hi I: I :s: i:S: m}, and
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()=h 1 inf {h-Ihil: I ~i~!11, Ihil *,h} (put 6=2 iflh,1 =hfor all i). Then
fiJI' any gEX and any !11oEP M (n there is a !11EPl>,f(g) with
11111 - 111 0 il ~ 12() 1Ilf- g II (of course, 6> 0 fro!11 the definition).

Proo{ The implication (20) = (23) follows immediately from the
assumptions on the matrix A. Let Q I' Q." Q, V, and V 0 be as in the proof
of Proposition (19) and let K={YERm:ILI~1 for any l~i~!11}. We
have Q(V)cK since QI(V)CVO and QA(Vo)cK The condition (23)
means that for any extreme point I: of K there is af E V with Q(j) = f;. Thus
Q( U) = K Particularly, QA( Vo) c Q( V) so that the condition (20) is
fulfilled. The rest of the assertion follows from Remark (2), Lemma (7) (i),
and the proof of Theorem (3) since the set K is (QP) at any point of its
boundary with 6 = inf {I - ILl: I ~ i~!11, IY,I *' I} (we put inf 0 = 2).

(24) EXAMPLES. Let S be a compact Hausdorff space, So = {sJ7~ 1 a
subset of S, and X a linear subspace of C( S). If not stated otherwise, the
norm given on X is the usual supremum norm lin =sup {If(s)l:sES},
fEX

(i) X = C( S) satisfies condition (21 ).

(ii) Let S = [0, I] and suppose .1'1 < .1'2 < ... < Sw Let k ~ 0 be an
integer and let elk 1 denote the space of all real valued functions on S with
continuous derivatives of order k or less on S. Suppose that X contains any
function f E elk I such that f is a polynomial of degree 2k + I or less on any
subinterval of S disjoint with So. Then X satisfies condition (21).

(iii) Suppose X satisfies condition (21 ) with certain norm II 110 and let
p: X -+ R be an arbitrary pseudonorm. Then there exists a (j > 0 such that X
satisfies condition (21) with the norm Ilfll 1 = sup {llfllo, 6 p(f)},f E X This
is clear since we can take 6 ~ (sup (p(n:f E F}) I, where Fe X is a finite
set.

Thus, for example, let X be as in (24) (ii) and X c elk). We denote
'Y. = inf {s/ 1 1 - .1/: I ~j < n }. Then X satisfies condition (21) with the norm

Ilfll 1 = sup {Ilfll, 1/3(.( III' II }

while for k = 2 we can take the norm

for k = I (! EX),

IIfil2 = sup {Ilfll, I14'Y.III' II, I I 12'Y.
211l" II }, fEX,

for example.

(iv) Let S = [0, I], So = {O, 1/2, I }, k> I be an integer and let X be
the space of all polynomials of degree k or less. Then it is easy to show that
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X satisfies condition (21) if and only if k =?: 3. Suppose further that k = 2.
Let A = (a;) (i = 1,2; j = 1,2,3) be a real matrix of rank two and

M = (f E X: aul(O) + a;2!( 1/2) + auj( I) = 0 for i = 1,2}.

Suppose that aL + aL "'" 0 fori = 1,2, 3. For a fixed subspace M delined in
this way we can suppose a2•1 = 0 without loss of generality. Then it is easy
to show that the condition (20) is satisfied if and only if a2,3 =,0 and
sign (al.l) = sign (au). We recall that in view of Example (18) (ii), PH fails
to be lsc for a certain matrix A.

Finally, we note that Propositions (19) and (22) can be generalized by
taking an arbitrary real normed linear space X and a finite subset So of the
closed unit ball of X*
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