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It is easy to find a three-dimensional space such that the set-valued metric projection onto a linear subspace fails to be lower semicontinuous. There are many papers on the lower semicontinuity of set-valued metric projections (e.g., $[4,5,13]$ ). Conditions which guarantee the Lipschitz continuity of single-valued metric projections are formulated, for example, in [2,12]. The relative openness of affine maps on convex sets has been treated as well (see, e.g., $[3,7,15,17,18]$ ), but so far no one has pointed out its relation to the problems mentioned above.

In this paper we prove that for any proximinal linear subspace $M$ of a normed linear space $X$ the metric projection of $X$ onto $M$ is lower semicontinuous if and only if the quotient map $X \rightarrow X / M$ is relatively open on the closed unit ball of $X$. A similar assertion concerning the pointwise Lipschitz continuity of metric projections is stated as well. The results are used to discuss continuity of some metric projections in both sequence and function spaces.

If not stated otherwise our notation and terminology are those of [8] By $c_{0}, l_{1}$, and $l_{2}$, we mean the sequence spaces $c_{0}(\Gamma), l_{1}(\Gamma)$, and $l_{x}(\Gamma)$, respectively, with $\Gamma$ consisting of the positive integers. Let $X$ be a real normed linear space, $M$ be a closed linear subspace, and $A$ a subset of $X$. A mapping $Q$ from $X$ into another normed linear space is said to be relatively open on $A$ at $x \in A$ if for any neighbourhood $V$ of $x$ in $A, Q(V)$ is a neigbourhood of $Q(x)$ in $Q(A)$. Further, $Q$ is said to be relatively open on $A$ if it is relatively open on $A$ at any $x \in A$. For any $c>0$ and $x \in A$, the set $\{a \in A:\|a-x\|<\varepsilon\}$ will be called $\varepsilon$-neighbourhood of $x$ in $A$. The setvalued metric projection $P_{M}$ of $X$ onto $M$ is defined by

$$
P_{M}(x)=\{p \in M:\|x-p\| \leqslant\|x-m\| \text { for any } m \in M\}, \quad x \in X
$$

The set $\left\{x \in X: 0 \in P_{M}(x)\right\}$ will be denoted by $P_{M}^{1}(0)$. The set $M$ is said to be proximinal if $P_{M}(x) \neq \varnothing$ for any $x \in X ; M$ is said to be Čebyšev if $P_{M}$ is a single-valued mapping defined on $X$. The projection $P_{M}$ is said to be lower semicontinuous (lsc) at $x_{0} \in X$ if for any open set $G \subset X$ with $P_{M}\left(x_{0}\right) \cap G \neq \varnothing$ the set $\left\{x \in X: P_{M}(x) \cap G \neq \varnothing\right\}$ is a neighbourhood of $x_{0}$ in $X$. The projection $P_{M}$ is said to be lsc if it is lsc at any point of $X$.

We start with a definition and a plain remark.
(1) Definition. We shall say that $P_{M}$ is pointwise Lipschitz lsc at $x_{0}$ if there is a constant $K$ such that for any $x \in X$ and any $m_{0} \in P_{M}\left(x_{0}\right)$ there exists $m \in P_{M}(x)$ such that $\left\|m-m_{0}\right\| \leqslant K\left\|x-x_{0}\right\|$. We shall say that $P_{M}$ is pointwise Lipschitz Isc if it is such at any $x_{0} \in X$.
(2) Remark. Let $M$ be a proximinal linear subspace of a normed linear space $X$. To show that $P_{M}$ is Isc or pointwise Lipschitz Isc, it suffices to verify that $P_{M}$ has that property on the norm one elements of $P_{M}{ }^{\prime}(0)$. Let us take $x_{0} \in M$ at first. Then $P_{M}\left(x_{0}\right)=\left\{x_{0}\right\}$ and for any $m \in P_{M}(x), x \in X$, we have

$$
\left\|m-x_{0}\right\| \leqslant\|m-x\|+\left\|x-x_{0}\right\| \leqslant 2\left\|x_{0}-x\right\| .
$$

Particularly, $P_{M}$ is pointwise Lipschitz Isc at $x_{0}$. Further, let $x_{0} \in X$ and $m_{0} \in P_{M}\left(x_{0}\right)$ be arbitrary. Then $x_{0}-m_{0}$ is an element of $P_{M}^{1}(0)$ and $P_{M}\left(x-m_{0}\right)=\left\{m-m_{0}: m \in P_{M}(x)\right\}$ for any $x \in X$. Finally, $P_{M}$ is positively homogeneous. The main result is
(3) Theorem. Let $X$ be a normed linear space, $M$ a proximinal linear subspace of $X, Q: X \rightarrow X / M$ the quotient map, $U$ the closed unit ball of $X$, and $x_{0} \in P_{M}^{\prime}(0)$ a point of norm one. We define $V=\left\{x_{0}-m: m \in P_{M}\left(x_{0}\right)\right\}$. Then $P_{M}$ is lsc at $x_{0}$ if and only if $Q$ is relatively open on $U$ at any point of $V$. Moreover, the following two conditions are equivalent:
(i) $P_{M}$ is pointwise Lipschitz lsc at $x_{0}$ (see Definition (1));
(ii) there exists $c>0$ such that for any $x \in V$ and any $\varepsilon \in(0,2], Q$ maps the s-neighbourhood of $x$ in $U$ at least onto the ce-neighbourhood of $Q(x)$ in $Q(U)$.
(4) Corollary. Let $X, M, Q$, and $U$ be as in (3). Then $P_{M}$ is lsc if and only if $Q$ is relatively open on $U$. Suppose in addition that $M$ is Čebyšev. Then $P_{M}$ is pointwise Lipschitz continuous if and only if for any $x \in U$ there is $x>0$ such that for any $\varepsilon \in(0,2]$. $Q$ maps the $\varepsilon$-neighbourhood of $x$ in $U$ at least onto the ce-neighbourhood of $Q(x)$ in $Q(U)$.

Proof of (3). Let $m_{0} \in P_{M}\left(x_{0}\right)$ and $0<\delta \leqslant \varepsilon \leqslant 2$ be such that if $x \in X$ and $\left\|x-x_{0}\right\|<\delta$, then there exists $m \in P_{M}(x)$ with $\left\|m-m_{0}\right\|<\varepsilon$. We show that $Q$ maps the $2 \varepsilon$-neighbourhood of $x_{0}-m_{0}$ in $U$ at least onto the $\delta$ neighbourhood of $Q\left(x_{0}\right)$ in $Q(U)$.

Take an arbitrary $y \in Q(U)$ with $\left\|y-Q\left(x_{0}\right)\right\|<\delta$. As $Q$ is quotient map, there exists $x \in Q{ }^{1}(y),\left\|x-x_{0}\right\|<\delta$. As assumed, we can choose $m \in P_{M}(x),\left\|m-m_{0}\right\|<c$. Since $m$ is best approximation of $x$ in $M$, $\|x-m\|=\|Q(x)\| \leqslant 1$, hence $x-m$ is an inverse image of $y$ in $U$. Finally, $\left\|(x-m)-\left(x_{0}-m_{0}\right)\right\| \leqslant\left\|x-x_{0}\right\|+\left\|m-m_{0}\right\|<2 \varepsilon$.

Thus we have proved that if $P_{M}$ is Isc at $x_{0}$, then $Q$ is relatively open on $U$ at any point of $V$. Moreover, the implication (i) $\Rightarrow$ (ii) follows from this since we can put $c=(2 K)^{1}$, where $K \geqslant 1$ is a constant as in (1).

To prove the inverse implication let $m_{0} \in P_{M}\left(x_{0}\right), \varepsilon \in(0,2]$, and $\delta \in(0,1 / 2 \varepsilon]$ be such that $Q$ maps the $\varepsilon$-neighbourhood of $x_{0}-m_{0}$ in $U$ at least onto the $2 \delta$-neighbourhood of $Q\left(x_{0}\right)$ in $Q(U)$. Let $x \in X$ be such that $\left\|x-x_{0}\right\|<\delta$. We will find $m \in P_{M}(x)$ with $\left\|m-m_{0}\right\|<2 \varepsilon$. We put $Q\left(x_{0}\right)=y_{0}, Q(x)=y$, and $\|y\|=x$. There is $0 \in P_{M}\left(x_{0}\right)$, hence $\left\|y_{0}\right\|=1$. Of course, $\left\|y-y_{0}\right\|<\delta$, whence $|\alpha-1|<\delta$ (and particulary $\alpha \neq 0$ since $\delta \leqslant 1$ ). Define $y_{1}=x \quad{ }^{1} y$. Then $\left\|y_{1}-y_{0}\right\| \leqslant\left\|y_{1}-y\right\|+\left\|y-y_{0}\right\|<2 \delta$, hence we can choose $x_{1} \in Q^{1}\left(y_{1}\right) \cap U$ such that $\left\|x_{1}-\left(x_{0}-m_{0}\right)\right\|<\varepsilon$. Setting $m=x-\alpha x_{1}$ we claim that $m$ is a desired element.

First $Q(m)=y-x y_{1}=0$, whence $m \in M$. Further, $m \in P_{M}(x)$ for $\|x-m\|=\alpha\left\|x_{1}\right\| \leqslant \alpha=\|Q(x)\|$. Finally, we can write $m-m_{0}=$ $\left(x-x_{0}\right)+\left(x_{0}-x_{1}-m_{0}\right)+\left(x_{1}-\alpha x_{1}\right)$, hence $\left\|m-m_{0}\right\|<\delta+\varepsilon+\delta \leqslant 2 \varepsilon$.

Thus we have proved that if $Q$ is relatively open on $U$ at any point of $V$ then $P_{M}$ is Isc at $x_{0}$.

Suppose further that the condition (ii) is fulfilled with a certain constant $c \leqslant 1$. Let $x \in X$ be such that $0<\left\|x-x_{0}\right\| \leqslant 2 / 3 c$. Put $\varepsilon=3 c^{-1}\left\|x-x_{0}\right\|$ and $\delta=1 / 2 c \varepsilon$. Then $\left\|x-x_{0}\right\|<\delta$ and applying the fact just proved we obtain $\operatorname{dist}\left(P_{M}(x), m_{0}\right)<6 c^{1}\left\|x-x_{0}\right\|$. Now let $x \in X$ be such that $\left\|x-x_{0}\right\|>2 / 3 c$ and $m \in P_{M}(x)$ be arbitrary. Since $\|m-x\|=\|Q(x)\| \leqslant$ $\|x\| \leqslant 1+\left\|x-x_{0}\right\|$ and $\left\|m_{0}-x_{0}\right\| \leqslant\left\|x_{0}\right\|=1$, we get $\left\|m-m_{0}\right\| \leqslant 2+$ $2\left\|x-x_{0}\right\|<\left(3 c^{\prime}+2\right)\left\|x-x_{0}\right\|$ which completes the proof of the implication (ii) $\Rightarrow$ (i).

Proof of (4). We show that $Q$ is relatively open on $U$ at any $x \in U$ such that either $\|x\|<1$ or $0 \notin P_{M}(x)$. If $x$ is such a point, then the norm of $y=Q(x)$ is less than one. Choose $u \in Q{ }^{1}(y),\|u\|<1-3 c$ with some $c>0$. For any $\varepsilon \in(0,2]$ define $v=v(\varepsilon)=x+1 / 3 \varepsilon(u-x)$. Then $\|v-x\| \leqslant 2 / 3 \varepsilon$ and $\|v\| \leqslant(1-1 / 3 \varepsilon)\|x\|+1 / 3 \varepsilon\|u\|<1-c \varepsilon$. Hence the $\varepsilon-$ neighbourhood of $x$ in $U$ contains the ce-neighbourhood of $v$ in $X$ which is carried by $Q$ onto the $c \varepsilon$-neighbourhood of $y$ in $X / M$. The rest of the proof follows from Theorem (3) and Remark (2).

It is not difficult to show that if $U$ is a finite-dimensional polyhedron then any affine map on $U$ is relatively open on $U$. To generalize this fact we introduce
(5) Definition. Let $U$ be the closed unit ball of a normed linear space $X$ and $u \in U$ be an arbitrary point of norm one.
(i) We shall say that $U$ is polyhedral $((\mathrm{PH})$ in short $)$ at $u$ if there exists $\delta>0$ and a finite set $F \subset X^{*},\|f\|=f(u)=1$ for $f \in F$, such that whenever $x \in X,\|x-u\|<\delta$ and $f(x) \leqslant 1$ for all $f \in F$, then $x \in U$. We shall say that $X$ is a $(\mathrm{PH})$-space if $U$ is $(\mathrm{PH})$ at any point of norm one.
(ii) We shall say that $U$ is quasi-polyhedral ((QP) in short) at $u$ with $\delta(\delta>0)$ if any point of the $\delta$-neighbourhood of $u$ in $U$ belongs to a line segment $[u, x]$ of length at least $\delta$ with some $x \in U$. When it is not necessary to point out the value of $\delta$, we shall say just that $U$ is (QP) at $u$. It can be easily seen that $X$ is a (QP)-space in the sense of [1] if and only if $U$ is (QP) at any $u \in U$ of norm one.

Clearly, if the closed unit ball $U$ of a normed linear space $X$ is $(\mathrm{PH})$ at a point $u$, then it is (QP) at $u$ (with the same constant $\delta$ as in (5) (i)), whence $u$ is not a cluster point of extreme points of $U$. Consequently, a finitedimensional space $X$ is a ( PH )-space if and only if $U$ is a polyhedron (i.e., the set of extreme points of $U$ is finite).

For any set $\Gamma \neq \varnothing$, the sequence space $c_{0}(\Gamma)$ is a ( PH )-space (notice that for any $u \in c_{0}(\Gamma)$ with $\|u\|=1$ one can take $\delta=1-\sup \left\{\left|u_{i}\right|: \gamma \in \Gamma\right.$, $\left.\left|u_{i}\right|<1\right\}$ ). The product of a family $\left\{X_{i}\right\}_{\gamma \in \Gamma}$ of ( PH )-spaces in the sense of $c_{0}(\Gamma)$ is a $(\mathrm{PH})$-space. Clearly, any linear subspace of a $(\mathrm{PH})$-space is again a ( PH )-space.

The space $c_{0}$ with the modified norm $\left\|\left(x_{n}\right)\right\|=\left|x_{1}\right|+\sup \left\{\left|x_{n}\right|: n>1\right\}$ is an example of a (QP)-space which is not a ( PH ) -space.

We proceed with a fact that can be seen forthwith.
(6) Remark. Let $M$ be a closed linear subspace of a normed linear space $X, U$ the closed unit ball of $X$, and $Q: X \rightarrow X / M$ the quotient map. Then $M$ is proximinal if and only if $Q(U)$ is closed (i.e., for any $y \in X / M$ of norm one there is at least one element $x \in Q^{-1}(y)$ of the same norm). Further, $M$ is Čebyšev if and only if for any $y \in X / M$ of norm one there is exactly one inverse image of the same norm.

The idea of the fist part of the following lemma comes from [17].
(7) Lemma. Let $X, M, Q$, and $U$ be as in Theorem (3), $W=Q(U), y \in W$ satisfy $\|y\|=1$, and $V=U \cap Q{ }^{\prime}(y)$.
(i) If $W$ is $(Q P)$ at $y$ with some $\delta>0$, then for any $\varepsilon \in(0,2]$ and $x \in V, Q$ maps the $\varepsilon$-neighbourhood of $x$ in $U$ at least onto the $1 / 2 \delta \varepsilon$ neighbourhood of $y$ in $W$.
(ii) If there exists $x \in V$ such that $U$ is $(Q P)$ at $x$ and $Q$ is relatively open on $U$ at $x$, then $W$ is $(Q P)$ at 1 .

Proof. Notice that $W$ is closed by (6). To prove (i) let $r$ be an arbitrary point of $W$; we shall find a $u \in U \cap Q{ }^{1}(v)$ within the distance $2 \delta{ }^{1} \| v-y \mid$ from $x$. Since $W$ is (QP) at $y$ with $\delta$, there is $w \in W$ with $\|w-y\| \geqslant \delta$ such that $t=y+t(w-y)$ with $t \in[0,1]$. Note that $t \leqslant \delta^{1}\|v-y\|$. Now choose an arbitrary inverse image $\bar{x}$ of $w$ in $U$ and put $u=x+t(x-x)$.

To prove (ii) suppose that $U$ is (QP) at some $x \in V$ with a $\delta>0$ and that $Q$ maps the $1 / 2 \delta$-neighbourhood of $x$ in $U$ at least onto the $\varepsilon$ neighbourhood of $y$ in $W$ for some $\varepsilon>0$. Then any element $v_{1} \in W$ with $0<\left\|v_{1}-y\right\|<\varepsilon$ is the midpoint of a nontrivial linear segment $\left[y, v_{2}\right]$ for some $v_{2} \in W$. If $\left\|v_{2}-y\right\|<i$, we can proceed analogously until $\left\|v_{n}-y\right\| \geqslant \varepsilon$ with $v_{n} \in W$, where $v_{i}=1 / 2\left(y+v_{i+1}\right)$ for $i=1,2, \ldots, n-1$.

The following elementary lemma will be used later.
(8) Lemma. Let $X, Y$ be normed linear spaces, $Q: X \rightarrow Y$ a linear open mapping, $F \subset X^{*}$ a finite set, and $H$ the intersection of halfspaces $\{x \in X: f(x) \leqslant 0\}$ for $f \in F$. Then $Q$ is relatively open on $H$ at 0 .

Proof. Observe at first that $Q$ is relatively open on $H_{f}=f{ }^{1}(0)$ for any $f \in F$. To see this, denote $Z=Q\left(H_{j}\right)$ and consider the case $Z \neq Y$ at first. Then $Q \quad{ }^{\prime}(z) \subset H_{f}$ for any $z \in Z$ and the assertion is trivial. Now, suppose that $Z=Y$. Let $x_{1} \in f^{1}(1)$ be arbitrary and $x_{0} \in H_{f}$ be such that $Q\left(x_{0}\right)=Q\left(x_{1}\right)$. Since for any $x \in X$ the point $x+f(x)\left(x_{0}-x_{1}\right)$ is an inverse image of $Q(x)$ in $H_{f}$ of norm $\left(1+\|f\|\left\|x_{0}-x_{1}\right\|\right)\|x\|$ at most, it is enough to use the openness of $Q$ on $X$.

Further, let $y \in Q(H)$ be close enough to 0 . There exists $x \in Q{ }^{1}(y)$ close to 0 in $X$. Suppose that $x \notin H$. We choose some $\bar{x} \in Q^{-1}(y) \cap H$ and define

$$
s=\sup \{t \dot{x}+t(x-\bar{x}) \in H\} \quad \text { and } \quad x_{0}=\bar{x}+s(x-\bar{x})
$$

Then $Q\left(x_{0}\right)=y$ and $x_{0} \in H \cap H_{f}$ for some $f \in F$. We proceed by induction on the cardinality of $F$. If $F=\{f\}$, then $H_{f} \subset H$ and we can use the relative openness of $Q$ on $H_{f}$ to find an inverse image of $y=Q\left(x_{0}\right) \in Q\left(H_{f}\right)$ close to 0 in $H$. Let card $F>1$. Considering the restrictions of $Q$ on $H_{f}(f \in F)$ we can suppose the induction hypothesis: for any $f \in F, Q$ is relatively open on $H_{f} \cap H$ at 0 . Then the relative openness of $Q$ on $H$ at 0 follows immediately from the arguments mentioned above and from the induction hypothesis since we have proved in fact that for any $y \in Q(H)$ either $Q{ }^{1}(y) \subset H$ or $y \in Q\left(H \cap H_{f}\right)$ for some $f \in F$.
(9) Theorem. Let $M$ be a proximinal linear subspace of a normed linear space $X$ and $x_{0} \in P_{M}^{1}(0)$ a point of norm one such that the closed unit ball of $X$ is $(P H)$ at $x_{0}$. Then $P_{14}$ is pointwise Lipschitz lsc at $x_{0}$.
(10) Corollary. Let $X$ be a linear subspace of $c_{0}$ and $M$ be a proximinal linear subspace of $X$. Then the metric projection of $X$ onto $M$ is pointwise Lipschitz lsc.

Proof of (9). Let $U$ and $Q$ be as in Theorem (3). Since $U$ is (PH) at $x_{0}$, there exists a $\delta>0$ and a finite set $F \subset X^{*},\|f\|=f\left(x_{0}\right)=1$ for $f \in F$, such that the $\delta$-neighbourhood of $x_{0}$ in the set $E=\{x \in X: f(x) \leqslant 1$ for all $f \in F\}$ coincides with the $\delta$-neighbourhood of $x_{0}$ in $U$. Applying Lemma (8) with $H=\left\{x-x_{0}: x \in E\right\}$ we obtain that for any $\varepsilon \in(0, \delta), Q$ maps the $\varepsilon$ neighbourhood of $x_{0}$ in $U$ onto a neighbourhood of $Q\left(x_{0}\right)$ in $Q(E) \supset Q(U)$; hence $Q(U)$ is (QP) at $Q\left(x_{0}\right)$ by Lemma (7) (ii), thus $P_{M}$ is pointwise Lipschitz lse at $x_{0}$ by Lemma (7) (i) and Theorem (3).

Next we shall deal with subspaces of $l_{1}(\Gamma)$ or $l_{x}(\Gamma)$ of a finite codimension. Let $M$ be a closed linear subspace of a finite codimension $m$ in $l_{1}$, for example. Then $M$ is the set of all sequences $\left(x_{n}\right) \in l_{1}$ such that

$$
\sum_{n} a_{n}^{(i)} x_{n}=0 \quad(i=1, \ldots, m)
$$

where $a_{n}^{(i)}$ are suitable constants. Let $U$ denote the closed unit ball of $l_{1}$ and let $Q: l_{1} \rightarrow l_{1} / M$ be the quotient map. Then the set $Q(U)$ can be identified with the set $W \subset R^{m}, W=\left\{\sum_{n} x_{n} b_{n}: \sum_{n}\left|x_{n}\right| \leqslant 1\right\}$, where $b_{n}=\left(a_{n}^{(1)}, a_{n}^{(2)}, \ldots, a_{n}^{(m)}\right)$ for any $n$. Using induction on $m$, it can be proved that $W$ coincides with the convex hull of vectors $\pm b_{n}$, whence the set $Q(U)$ is easy to represent. In the following Theorem the set $Q(U)$ is used to characterize the lower semicontinuity of $P_{M}$ in such a case.
(11) Theorem. Let $\Gamma \neq \varnothing$ be an arbitrary set and suppose that one of the following cases occurs:
(i) $X=l_{1}(\Gamma)$ and $M$ is a proximinal linear subspace of $X$ of finite codimension;
(ii) $X=l_{x}(\Gamma)$ and $M$ is a $w^{*}$ - closed linear subspace of $X$ of finite codimension.

Let $Q: X \rightarrow X / M$ be the quotient map and let $U$ be the closed unit ball of $X$. Then $P_{M}$ is lsc if and only if $Q(U)$ is a polyhedron (i.e., the set of extreme points of $Q(U)$ is finite). Further, if $P_{M}$ is lsc at some $x \in X$ then $P_{M}$ is pointwise Lipschitz lsc at $x$.

We start the proof with a lemma that will be useful later as well.
(12) Lemma (cf. [9, Lemma 1]). Let $X, M, Q$, and $U$ be as in (11). Then any extreme point of the set $Q(U)$ is the image of an extreme point of U.

Proof. In the case (11) (ii) the statement follows immediately from the assertion (3) of [9, Lemma 1]. However, in the case (11) (i) the subspace $M$ is not admissibly compact in the sense of [9] in general ( $M$ is not $w^{*}$-closed in general); nevertheless, the arguments needed for the proof still work since the space $X=l_{1}(\Gamma)$ has the so called Krein-Milman property (see, e.g., [11]), i.e., any bounded closed convex nonempty subset of $X$ has at least one extreme point.

Indeed, let $z$ be an extreme point of $Q(U), v$ be an extreme point of the set $V=Q \quad{ }^{1}(z) \cap U$, and suppose that $v=1 / 2\left(v_{1}+v_{2}\right)$ for some $v_{1}, v_{2} \in U$. Then $z=1 / 2\left(Q\left(v_{1}\right)+Q\left(v_{2}\right)\right)$. Since $z$ is an extreme point of $Q(U)$ we obtain $v_{1}, v_{2} \in V$ which implies $v_{1}=v_{2}=v$ as $v$ is an extreme point of $V$. Hence $v$ is an extreme point of $U$.

Proof of Theorem (11). The set $K=Q(U)$ is a finite-dimensional compact convex set by Remark (6). If $K$ is a polyhedron then $P_{M}$ is lsc by Theorem (3), Lemma (7) (i), and Remark (2).

Let $P_{M}$ be lsc at some $x \in P_{M}^{1}(0)$ of norm one. By Carathéodory's theorem, $Q(x)$ is a (finite) convex combination of extreme points of $K$. Thus, in view of Lemma (12), there is a point $u \in Q{ }^{1}(Q(x))$ which is a convex combination of extreme points of $U$. It is easy to see that in both cases (i) and (ii), $U$ is (QP) at any such a point $u$. Hence $K$ is (QP) at $Q(x)$ and $P_{M}$ is pointwise Lipschitz lsc at $x$ by Theorem (3) and Lemma (7). Suppose now that $K$ is not a polyhedron. Let $y$ be a cluster point of extreme points of $K$ and let $x \in Q^{-1}(y) \cap U$ be arbitrary. Then $K$ is not (QP) at $y,\|x\|=\|y\|=1$, and $0 \in P_{M}(x)$, whence $P_{M}$ is not lsc at $x$ by the arguments mentioned above. To finish the proof it is enough to use Remark (2).
(13) Corollary. Let $M$ be a $w^{*}$-closed linear subspace of $l_{1}(\Gamma)$ of finite codimension. Then $P_{M}$ is pointwise Lipschitz lsc.

Proof. Denote $X=l_{1}(\Gamma)$. Let $Q$ and $U$ be as in (11). It is enough to show that $K=Q(U)$ is a polyhedron (Theorem (11)). Let $y$ be an extreme point of $K$. By Lemma (12), $y=Q\left( \pm e_{\gamma}\right)$ for some index $\gamma$, where $\left(e_{\gamma}\right)_{\gamma \in I}$ is the canonical basis of $X$. Since the only $w^{*}$-cluster point of any infinite subset of the canonical basis of $X$ is 0 and $Q$ is continuous from the $w^{*}$ topology ( $M$ is of finite codimension and $w^{*}$-closed in $X$ ), we obtain that $\left\|Q\left(e_{i}\right)\right\|>1 / 2$ for a finite number of indices $\gamma$ at most. Thus the set of extreme points of $K$ is finite.

In [6] an example of a Čebyšev subspace of $l$, of codimension two with discontinuous metric projection is given. Theorem (3) together with Lemma (7) enable us to construct without tedious computation an example of a Cebyšev subspace $M$ of $l_{1}$ of codimension two such that $P_{M}$ is discon-
tinuous at infinitely many points of $P_{M}{ }^{\prime}(0)$ of norm one. Moreover, we can construct the following
(14) Example. Let $\Gamma$ be a set of the cardinality of continuum. Then there exists a Čebyšev subspace $M$ of $l_{1}(\Gamma)$ of codimension two such that $P_{M}$ is discontinuous at any point outside $M$.

Construction. We can put $\Gamma=[0, \pi)$. Let $\left(e_{\gamma}\right)_{\bar{\gamma} \in \Gamma}$ be the canonical basis of $X=l_{1}(\Gamma)$. To define a continuous linear mapping $Q: X \rightarrow R^{2}$ it suffices to set $Q\left(e_{\gamma}\right)=(\cos \gamma, \sin \gamma), \gamma \in \Gamma$. It follows from Remark (6) that $M=Q^{1}(0)$ is a Čebyšev subspace. It is easy to check that the unit ball of $X$ is (QP) at any point $\pm e_{\gamma}(\gamma \in \Gamma)$. Obviously, these points are the only points in $P_{M}^{-1}(0)$ of norm one. Since the circle in $R^{2}$ is not (QP) at any point of its boundary, $P_{M}$ is discontinuous at any point outside $M$ by Theorem (3), Lemma (7) (ii), and Remark (2).

However, in the case $X=l_{1}$ such an example is impossible since we have the following
(15) Proposition. Let $M$ be a proximinal linear subspace of $l_{1}$ of finite codimension. Then $P_{M}$ is (pointwise Lipschitz) lsc at any point of a certain set which is open and dense in $l_{1}$.

Proof. We abbreviate $X=l_{1}$. Let $n$ be the dimension of $X / M, Q$ and $U$ be as in (11). The set $K=Q(U)$ is closed by (6). We denote by $\partial K$ the boundary of $K$. Let $G$ be the set of the points $y \in \partial K$ such that there exists a hyperplane $H$ supporting $K$ at $y$ such that $y$ is an interior point of $H \cap K$ with respect to $H$. Obviously $G$ is open in $\partial K$. We shall prove that $G$ is dense in $\partial K$. Let $y \in(\partial K) \backslash G$ be arbitrary. We choose a hyperplane $H$ supporting $K$ at $y$. Since $y$ is a boundary point of at most $(n-1)$-dimensional compact convex set $H \cap K, y$ is a convex combination of at most $n-1$ extreme points of $K$ by the theorem of Carathéodory [16, p. 10]. However, the linear span of less than $n$ points meets $\partial K$ in a set nowhere dense in $\partial K$. By Lemma (12) the set of extreme points of $K$ is countable at most, hence the set $(\partial K) \backslash G$ is of the first category in $\partial K$ and thus it is nowhere dense in $\hat{c} K$. It is clear that $K$ is (QP) at any point of $G$ and that any point of the set $Q{ }^{1}(G) \cap U$ belongs to $P_{M}^{-1}(0)$ because $G \subset \partial K$. Define $E=\{\lambda \gamma: \gamma \in G$, $\lambda>0\}$. By Theorem (3), Lemma (7) (i), and Remark (2), $P_{M}$ is pointwise Lipschitz Isc at any point of the set $Q{ }^{\prime}(E)$; this set is open and dense in $X$ since $E$ is open and dense in $X / M$.
(16) Remark. Let $M$ be a Čebyšev linear subspace of a normed linear space $X$ of codimension two. Then $P_{M}$ is pointwise Lipschitz continuous at any point $x \in P_{M}{ }^{1}(0)$ of norm one which is not an extreme point of $U$ (we use the notation as in Theorem (3)). Indeed, if $x$ is such a point, then $Q(x)$
is not an extreme point of a two-dimensional set $Q(U)$ by Remark (6), thus $Q(U)$ is (QP) at $Q(x)$ and we can apply Theorem (3) and Lemma (7) (i). Particulary, if $M$ is a Čebyšev linear subspace of $l_{1}$ of codimension two then the set of points $x \in P_{M}^{\prime}(0)$ of norm one such that $P_{M}$ is discontinuous at $x$ is countable at most. However, there is a Čebyšev linear subspace of $l_{1}$ of codimension three for which an analogous assertion fails.

For example, let $M$ be a subspace of $l_{1}$ defined by $M=Q^{\prime}(0)$, where $Q: l_{1} \rightarrow R^{3}$ is the linear continuous mapping defined on the elements of the canonical basis $\left(e_{n}\right)$ of $I_{1}$ by

$$
\begin{aligned}
& Q\left(e_{1}\right)=(1,0,0), \\
& Q\left(e_{2}\right)=(0,0,1),
\end{aligned}
$$

and

$$
Q\left(e_{n}\right)=\left(\cos \frac{1}{n}, \sin \frac{1}{n} .0\right) \quad \text { for } \quad n=3,4, \ldots
$$

Let $U$ denote the closed unit ball of $l_{1}$ and $K=Q(U)$. It is not difficult to prove (by the use of support hyperplanes of $K$ ) that any point of the boundary of $K$ has exactly one pre-image point in $U$. Thus. by Remark (6), $M$ is a Čebyšev subspace of $t_{1}$. Further, it is elementary to check that $U$ is (QP) at any point which is a finite combination of elements of the basis $\left(e_{n}\right)$ and that $K$ is not $(\mathrm{QP})$ at any point of the segment $\{(t, 0,1-t): t \in(0,1]\}$. Hence $P_{M}$ is discontinuous at any point of the segment $\left\{t e_{1}+(1-t) e_{2}\right.$ : $t \in(0,1]\}$ by Theorem (3) and Lemma (7) (ii) (observe that this segment lies in $P_{M}^{1}(0)$ since its image is contained in the boundary of $\left.Q(U)\right)$.

Finally, we present a specification of Theorem (11) in the case that $M$ is a $w^{*}$-closed subspace of $l_{x}$ of codimension two to show that the analogy to Corollary (13) fails in this case.
(17) Example. Let $\left(a_{n}\right),\left(b_{n}\right)$ be absolutely summable sequences of real numbers and $M$ be the subspace of $l$, consisting of all bounded sequences $\left(x_{n}\right)$ such that $\sum_{n} a_{n} x_{n}=0$ and $\sum_{n} h_{n} x_{n}=0$. Then $P_{M}$ is lsc if and only if the set $\left\{\left(a_{n}, b_{n}\right)\right\} \subset R^{2}$ does not contain an infinite subset of pairwise independent vectors.

To show this let $Q: l_{\infty} \rightarrow R^{2}$ be the mapping defined by $Q(x)=\left(\sum_{n} a_{n} x_{n}, \sum_{n} b_{n} x_{n}\right)$ for any $x=\left(x_{n}\right) \in l$, In the case that the codimension of $M$ in $l$, is one the assertion follows easily; hence suppose that $Q$ is a surjection. If $R^{2}$ is given the norm with the unit ball $Q(U)$. where $U$ is the closed unit ball of $l$, then $Q$ can be identified with the quotient map associated with $M$. Of course, $M$ is proximinal and $Q(U)$ is closed. Any linear functional $f$ on $R^{2}$ can be identified with a pair of real
numbers $(\alpha, \beta)$ so that $f(Q(x))=\alpha \sum_{n} a_{n} x_{n}+\beta \sum_{n} b_{n} x_{n}=\sum_{n}\left(\alpha a_{n}+\beta b_{n}\right) x_{n}$ for all $x=\left(x_{n}\right) \in l_{x}$. Thus $f$ attains its supremum on $Q(U)$ at $Q(x)$ if and only if $x_{n}=\operatorname{sign}\left(\alpha a_{n}+\beta b_{n}\right)$ for any $n$ such that $\alpha a_{n}+\beta b_{n} \neq 0$.

Suppose at first that the set $\left\{\left(a_{n}, b_{n}\right)\right\}$ does not contain an infinite subset of pairwise independent vectors. Then there exists a finite set $F \subset R^{2}$ such that for any $(\alpha, \beta) \in R^{2}$ there is $\left(\alpha_{0}, \beta_{0}\right) \in F$ with $\operatorname{sign}\left(\alpha_{0} a_{n}+\beta_{0} b_{n}\right)=$ $\operatorname{sign}\left(\alpha a_{n}+\beta b_{n}\right)$ for any $n$. Hence for arbitrary $y \in Q(U)$ a functional attaining its supremum on $Q(U)$ at $y$ can be found in the finite set $F$, thus $Q(U)$ is a polyhedron and $P_{M}$ is lsc by Theorem (11).

Suppose now that there is an infinite subset of $\left\{\left(a_{n}, b_{n}\right)\right\}$ consisting of pairwise independent vectors. Then there exists an infinite set $F \subset R^{2}$ such that $\alpha a_{n}+\beta b_{n} \neq 0$ for any $n$ and any $(\alpha, \beta) \in F$, and whenever $\left(\alpha_{i}, \beta_{i}\right)$ $(i=1,2)$ are two different elements of $F$ then $\operatorname{sign}\left(\alpha_{1} a_{n}+\beta_{1} b_{n}\right) \neq$ sign $\left(\alpha_{2} a_{n}+\beta_{2} b_{n}\right)$ for at least an index $n$ (consider the angles between the vectors $\left(a_{n}, b_{n}\right)$ and vectors $\left.(\alpha, \beta) \in R^{2}\right)$. Suppose that the linear functionals on $R^{2}$ which are given by two different elements $\left(\alpha_{i}, \beta_{i}\right)(i=1,2)$ of $F$ attain their supremum on $Q(U)$ at the same point $y$. Then for any point $x \in Q^{-1}(y) \cap U$ we have $x_{n}=\operatorname{sign}\left(\alpha_{i} a_{n}+\beta_{i} b_{n}\right)$ for any $n$ and $i=1,2$, which contradicts the definition of $F$. Since any linear functional on $R^{2}$ attains its supremum on $Q(U)$ at an extreme point of $Q(U)$ we obtain that the set of extreme points of $Q(U)$ is infinite so that $P_{M}$ is not lsc by Theorem (11).

## Applications in function spaces

In the last part of the paper we show certain applications of the main theorem and Lemma (7) (i) in function spaces. We present some notes concerning discontinuous metric projections in function spaces at first.

There is a Čebyšev subspace $M$ of codimension two in $C[0,1]$ with $P_{M}$ discontinuous [14, Lemma 7.4 on p. 89 and Remark on p. 87], thus $P_{M}$ fails to be lsc.

Consider now a subspace $M$ of $C[0,1]$ of the special form $M=\left\{f \in C[0,1]: f\left(s_{1}\right)=f\left(s_{2}\right)=0\right\}$ for some $s_{1}, s_{2} \in[0,1]$. Then $M$ is proximinal by Remark (6) since the quotient map $Q$ can be identified with the mapping $Q: C[0,1] \rightarrow R^{2}, \quad Q(f)=\left(f\left(s_{1}\right), \quad f\left(s_{2}\right)\right)$ for $f \in C[0,1]$. Moreover, $P_{M}$ is lsc for any such subspace $M$ (this follows, for instance, from Proposition (19) below because the space $C[0,1]$ has the property (21)). Example (18) (i) shows that the situation becomes more complicated if we consider the metric projection of a linear subspace $X$ of the space of continuous real valued functions on a compact space $S$ onto a proximinal subspace $M$ of $X$ of the form $M=\left\{f \in X: f\left(s_{1}\right)=f\left(s_{2}\right)=0\right\}$ for some $s_{1}$, $s_{2} \in S$ (it is not known to the author whether such an example as in (18) (i) is possible for $S=[0,1]$ ).

Further, it follows, for instance, from the characterization of the socalled $(P)$-spaces [5] that the space $R^{3}$ with the norm $\|\left(x_{1}, x_{2}, x_{3}\right)\left|=\left(x_{1}^{2}+x_{2}^{2}\right)^{1 / 2}+\left|x_{3}\right|\right.$ contains a linear subspace $M$ such that $P_{M}$ is not lsc. An interesting three-dimensional example such that $P_{M}$ is not lsc for a one-dimensional subspace $M$ (but $P_{M}$ has a linear selection) is presented in [10]. In Example (18) (ii) we shall use Corollary (4) to show that the metric projection of the space of polynomials of degree two or less with the supremum norm on [0,1] onto the subspace generated by $x^{2}$ fails to be lsc.
(18) Examples. (i) There exists a metrizable compact space $S$, a closed linear subspace $X$ of $C(S)$, and two points $s_{1}, s_{2} \in S$ such that the set $M=\left\{f \in X: f\left(s_{1}\right)=f\left(s_{2}\right)=0\right\}$ is a Čebyšev subspace of $X$ with discontinuous metric projection.

For example, take $X=l_{1}$ and let $M \subset X$ be a linear Čebyšev subspace of codimension two with discontinuous metric projection (e.g., [6]). Then $X$ can be identified with a closed linear subspace of $C(S)$, where $S$ is the closed unit ball of $X^{*}$ with the $w^{*}$-topology. The topological space $S$ is metrizable since $X$ is separable.
(ii) Let $X$ be the subspace of $C[0,1]$ consisting of all polynomials of degree at most two. Then the metric projection of $X$ onto the one-dimensional space $M$ generated by the polynomial $x^{2}$ fails to be lsc.

We identify any polynomial $a x^{2}+b x+c$ with the vector $(a, b, c)$. Let $Q: X \rightarrow R^{2}$ be defined $Q((a, b, c))=(b, c)$. Taking an equivalent norm on $R^{2}$ we can assume that $Q$ is the quotient map $X \rightarrow X / M$. Let $U$ be the closed unit ball of $X$. We show that $Q$ is not relatively open on $U$ at $f=(0,0,1)$. Let $V$ be a neighbourhood of $f$ in $U$ such that $a>-1$ for any $(a, h, c) \in V$. We claim that $Q(V)$ is not a neighbourhood of $Q(f)$ in $Q(U)$. For any $r \in(0,1)$ define $f_{r} \in U$ by $f_{r}=\left(-(r+1)^{2}, 2 r(r+1), 1-r^{2}\right)$. Clearly, $Q\left(f_{r}\right)$ converges to $Q(f)$ for $r$ converging to $0(r>0)$. Let $r \in(0,1)$ and suppose that there is a $g=(a, b, c) \in V$ with $Q(g)=Q\left(f_{r}\right)$. Since $g \in U$, we have $g(1) \leqslant 1$ which gives $a \leqslant-r(r+2)$. Take $x=-a{ }^{1} r(r+1)$. Then $x \in(0,1)$ and the assumption $a>-1$ implies $g(x)>1$, a contradiction. Thus $Q$ is not relatively open on $U$ so that $P_{M}$ is not lsc by Corollary (4).

We note that in the preceding example the subspace $M$ can be defined, for instance, by $M=\{f \in X: f(0)=0,4 f(1 / 2)-f(1)=0\}$. The following Proposition presents a sufficient condition for the lower semicontinuity of $P_{M}$ in similar cases.
(19) Proposition. Let $S$ be a set, $S_{0}=\left\{s_{i}\right\}_{j=1}^{n}$ a subset of $S$ consisting of $n$ distinct points, and $X$ be a linear subspace of the linear space of real
functions on $S$. Let $X$ be given a norm such that $|f(s)| \leqslant\|f\|$ for any $f \in X$ and $s \in S_{0}$.

Let $A=\left(a_{i, j}\right)(1 \leqslant i \leqslant m, 1 \leqslant j \leqslant n)$ be a real matrix and

$$
M=\left\{f \in X: \sum_{i=1}^{n} a_{i, f} f\left(s_{j}\right)=0 \text { for any } 1 \leqslant i \leqslant m\right\}
$$

Suppose that the following condition is satisfied:
for any sequence $\left(\varepsilon_{i}\right)$ with $\left|\varepsilon_{j}\right|=1,1 \leqslant j \leqslant n$, there is $f \in X$ with $\|f\| \leqslant 1$ such that

$$
\begin{equation*}
\sum_{j=1}^{n} a_{i, j} f\left(s_{j}\right)=\sum_{j=1}^{n} a_{i, j} \varepsilon_{j} \text { for any } 1 \leqslant i \leqslant m . \tag{20}
\end{equation*}
$$

Then $M$ is proximinal and the metric projection $P_{M}$ of $X$ onto $M$ is pointwise Lipschitz lsc.

Particulary, let $X$ have the property

$$
\begin{align*}
& \text { for any sequence }\left(\varepsilon_{j}\right) \text { with }\left|\varepsilon_{j}\right|=1,1 \leqslant j \leqslant n \text {, there is } f \in X \\
& \text { with } f\left(s_{j}\right)=\varepsilon_{j} \text { for any } 1 \leqslant j \leqslant n \text {. } \tag{21}
\end{align*}
$$

Then $M$ is proximinal and $P_{M}$ is pointwise Lipschitz lsc for any matrix $A$.
Proof. Let $Q_{1}: X \rightarrow R^{n}$ be defined by $Q_{1}(f)=\left(f\left(s_{1}\right), \ldots, f\left(s_{n}\right)\right)$ for $f \in X$, $Q_{A}: R^{n} \rightarrow R^{m}$ be defined by $Q_{A}(x)=A x^{T}$ for $x \in R^{n}$, and let $Q$ be the composed map $Q=Q_{A} \cdot Q_{1}$. Denote $U$ the closed unit ball of $X$ and $U_{0}$ the closed unit ball of $l_{\infty}\left(S_{0}\right)$. Of course, the set $K=Q_{A}\left(U_{0}\right)$ is a polyhedron. It follows from the hypotheses that $Q_{1}(U) \subset U_{0}$, hence $Q(U) \subset K$. Let $E_{0}$ be the set of extreme points of $U_{0}$. Since $U_{0}$ is the convex hull of $E_{0}, K$ is the convex hull of $Q_{A}\left(E_{0}\right)$. However, the condition (20) means that $Q_{A}\left(E_{0}\right) \subset Q(U)$. Thus $Q(U)=K$ so that $M$ is proximinal by Remark (6) and $P_{M}$ is pointwise Lipschitz Isc by Theorem (3), Lemma (7) (i), and Remark (2).
(22) Proposition. Let $S, S_{0}$, and $X$ be as in Proposition (19). Let $A=\left(a_{i, j}\right)(1 \leqslant i \leqslant m, 1 \leqslant j \leqslant n)$ be a real matrix such that $\sum_{j=1}^{n}\left|a_{i, j}\right|=1$ for any $1 \leqslant i \leqslant m$, and suppose for any $1 \leqslant j \leqslant n$ there is exactly one index $i$ with $a_{i, j} \neq 0$. Let $M \subset X$ be defined as in Proposition (19). Then the condition (20) is equivalent to the following one:

> for any sequence $\left(\varepsilon_{i}\right)$ with $\left|\varepsilon_{i}\right|=1,1 \leqslant i \leqslant m$, there is $f \in X$ such that $\sum_{i=1}^{n} a_{i, j} f\left(s_{i}\right)=\varepsilon_{i}$ for any $1 \leqslant i \leqslant m$.

Suppose further that the condition (23) holds. Let $f \in X \backslash M$ be arbitrary. Denote $b_{i}=\sum_{i-1}^{n}, a_{i, j} f\left(s_{j}\right)$ for $1 \leqslant i \leqslant m, \quad h=\sup \left\{\left|b_{i}\right|: 1 \leqslant i \leqslant m\right\}$, and
$\delta=b \quad{ }^{\prime} \inf \left\{b-\left|b_{i}\right|: 1 \leqslant i \leqslant m,\left|h_{i}\right| \neq b_{\}}\left(\right.\right.$put $\delta=2$ if $\left|b_{i}\right|=b$ for all $\left.i\right)$. Then for any $g \in X$ and any $m_{0} \in P_{M}(f)$ there is a $m \in P_{M}(g)$ with $\left\|m-m_{0}\right\| \leqslant 12 \delta^{-1}\|f-g\|$ (of course, $\delta>0$ from the definition).

Proof. The implication $(20) \Rightarrow(23)$ follows immediately from the assumptions on the matrix $A$. Let $Q_{1}, Q_{A}, Q, U$, and $U_{0}$ be as in the proof of Proposition (19) and let $K=\left\{y \in R^{m}:\left|y_{i}\right| \leqslant 1\right.$ for any $\left.1 \leqslant i \leqslant m\right\}$. We have $Q(U) \subset K$ since $Q_{1}(U) \subset U_{0}$ and $Q_{A}\left(U_{0}\right) \subset K$. The condition (23) means that for any extreme point $\varepsilon$ of $K$ there is a $f \in U$ with $Q(f)=\varepsilon$. Thus $Q\left(U^{\prime}\right)=K$. Particularly, $Q_{A}\left(U_{0}\right) \subset Q(U)$ so that the condition (20) is fulfilled. The rest of the assertion follows from Remark (2), Lemma (7) (i), and the proof of Theorem (3) since the set $K$ is (QP) at any point of its boundary with $\delta=\inf \left\{1-\left|y_{i}\right|: 1 \leqslant i \leqslant m,\left|y_{i}\right| \neq 1\right\}$ (we put inf $\varnothing=2$ ).
(24) Examples. Let $S$ be a compact Hausdorff space, $S_{0}=\left\{s_{j}\right\}_{j=1}^{n}$ a subset of $S$, and $X$ a linear subspace of $C(S)$. If not stated otherwise, the norm given on $X$ is the usual supremum norm $\|f\|=\sup \{|f(s)|: s \in S\}$, $f \in X$.
(i) $X=C(S)$ satisfies condition (21).
(ii) Let $S=[0,1]$ and suppose $s_{1}<s_{2}<\cdots<s_{n}$. Let $k \geqslant 0$ be an integer and let $C^{(k)}$ denote the space of all real valued functions on $S$ with continuous derivatives of order $k$ or less on $S$. Suppose that $X$ contains any function $f \in C^{(k)}$ such that $f$ is a polynomial of degree $2 k+1$ or less on any subinterval of $S$ disjoint with $S_{0}$. Then $X$ satisfies condition (21).
(iii) Suppose $X$ satisfies condition (21) with certain norm $\left\|\|_{0}\right.$ and let $p: X \rightarrow R$ be an arbitrary pseudonorm. Then there exists $a \delta>0$ such that $X$ satisfies condition (21) with the norm $\|f\|_{1}=\sup \left\{\|f\|_{0}, \delta p(f)\right\}, f \in X$. This is clear since we can take $\delta \leqslant(\sup \{p(f): f \in F\})^{1}$, where $F \subset X$ is a finite set.

Thus, for example, let $X$ be as in (24) (ii) and $X \subset C^{(k)}$. We denote $\alpha=\inf \left\{s_{j+1}-s_{j}: 1 \leqslant j<n\right\}$. Then $X$ satisfies condition (21) with the norm

$$
\|f\|_{1}=\sup \left\{\|f\|, 1 / 3 \alpha\left\|f^{\prime}\right\|\right\} \quad \text { for } k=1(f \in X)
$$

while for $k=2$ we can take the norm

$$
\|f\|_{2}=\sup \left\{\|f\|, 1 / 4 \alpha\left\|f^{\prime}\right\|, 1 / 12 \alpha^{2}\left\|f^{\prime \prime}\right\|\right\}, \quad f \in X,
$$

for example.
(iv) Let $S=[0,1], S_{0}=\{0,1 / 2,1\}, k>1$ be an integer and let $X$ be the space of all polynomials of degree $k$ or less. Then it is easy to show that
$X$ satisfies condition (21) if and only if $k \geqslant 3$. Suppose further that $k=2$. Let $A=\left(a_{i, j}\right)(i=1,2 ; j=1,2,3)$ be a real matrix of rank two and

$$
M=\left\{f \in X: a_{i .1} f(0)+a_{i, 2} f(1 / 2)+a_{i, 3} f(1)=0 \text { for } i=1,2\right\}
$$

Suppose that $a_{1, j}^{2}+a_{2, j}^{2} \neq 0$ for $j=1,2,3$. For a fixed subspace $M$ defined in this way we can suppose $a_{2,1}=0$ without loss of generality. Then it is easy to show that the condition (20) is satisfied if and only if $a_{2,3}=0$ and $\operatorname{sign}\left(a_{1,1}\right)=\operatorname{sign}\left(a_{1,3}\right)$. We recall that in view of Example (18) (ii), $P_{M}$ fails to be lsc for a certain matrix $A$.

Finally, we note that Propositions (19) and (22) can be generalized by taking an arbitrary real normed linear space $X$ and $a$ finite subset $S_{0}$ of the closed unit ball of $X^{*}$.
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